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OUTLINE

• The CarLab

– Digital library

– SWAM (School with a million courses)

• AI in accounting and audit – projects
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THE CARLAB

June 2022
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All academic Accounting programs around the world are ranked annually by BYU. For many 
years now, the Accounting Information Systems (AIS) group at RBS has led the world in the 
application of information technology to the audit profession. We are very proud to announce 
that the just-released BYU rankings for 2019 confirm again the continued success of Rutgers 
Business School in both AIS and audit research:



Some new disruptive projects

• Continuous audit payroll at Estado de Santa 

Catarina

• Smart contract procurement at Estado de Santa 

Catarina

• GASB PIR robots and text mining

• NYS OSC tweet and NY City cleanliness

• CPA firm – the visual audit

• 5 CPA firm projects on RPA / IPA (Attended RPA)

• What is public Interest? With PIOB

• Continuous auditing with intelligent tools (Marinha

do Brasil / Hering, State of Santa Catarina) 4



Projects (2)

• RADAR – full population testing (MADS)

• RADAR – process 

• Clustering as a form of anomaly detection (unsupervised Learning)

• Process mining / using variants for internal control anomaly detection

• Ginny Index to detect anomalies in stock trading

• Applying AI on general ledger transactions to detect anomalies and confirm 

balances

• Machine learning for audit quality

• Audit analytics agents (krons and daemons)
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Updating Dashboard with document links
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http://raw.rutgers.edu/CAR%20Lab%

20Directory/Sign-in.html

PASSWORD:  RARC777

http://raw.rutgers.edu/CAR%20Lab%20Directory/Sign-in.html
http://raw.rutgers.edu/CAR%20Lab%20Directory/Sign-in.html


DIGITAL LIBRARY
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Content
• Undergraduate, Graduate, PhD, & Audit Analytics Content

Undergraduate Graduate PhD Audit Analytics Certificate

• Introduction to Financial 

Accounting

• Introduction to Managerial 

Accounting

• Intermediate Accounting I

• Intermediate Accounting II

• Advanced Accounting 

• Auditing Principles

• Management and Cost 

Accounting

• Accounting Information Systems

• Business Law I

• Business Law II

• Federal Taxation I

• Accounting in the Digital Era

• Computer Augmented 

Accounting

• Decoding of Corporate Financial 

Communications

• Accounting Principles and 

Practices

• Information Technology

• Government and Not-for-

Profit Accounting

• Advanced Auditing and 

Information Systems

• Advanced Accounting

• Corporate Taxation

• Income Taxation

• Income Tax Estate and 

Trust

• Special Topics in 

Accounting

• Survey of Accounting 

Information Systems

• Current Topics in Auditing

• Machine Learning

• Introduction to Audit Analytics

• Special Topics in Audit 

Analytics

• Information Risk 

Management

• Tutorials for Risk 

Management

Digital Library







COURSES
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An Opportunity of learning Audit Analytics and more 

• Audit Analytics Certificate  (4 courses)

– Audit Analytics

– Special studies in Audit Analytics

– Information Risk Management

– Individual course in audit analytics( a project done with you (or others) data under faculty 

supervision

• AI in Auditing

• Cybersecurity issues in accounting and auditing
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An opportunity (2)

• Audit Analytics (using SWAM methodology- choosing modules to be 

autonomously take)

• SOCs and other expanded assurance services

• Virtual currencies, e-coins, and others accounting and assurance

• Continuous Audit and Monitoring with exogenous data

• Audit automation // RPA //IPA

• Blockchain and smart contracts

• Process mining
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Doctoral courses with open  Webex .

• These are not for certificates

– PhD seminar on audit research (Vasarhelyi)

– Survey of AIS research (all AIS faculty)

– Machine learning (Kogan)

– Exogenous variables in accounting and audit

– Cybersecurity (No)
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SWAM 
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SWAM – School of a million courses

• Build your own modular course out of tens of lecture-sized modules

• Focused (for now) on analytics, IT, and AI

• https://www.dropbox.com/sh/txvjxw6rknauwnh/AAD0ds1R9GdSkQ1GhKMeTU9Ra?

dl=0

– Link includes SWAM video

– Illustrative module program

– List of some modules
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https://www.dropbox.com/sh/txvjxw6rknauwnh/AAD0ds1R9GdSkQ1GhKMeTU9Ra?dl=0
https://www.dropbox.com/sh/txvjxw6rknauwnh/AAD0ds1R9GdSkQ1GhKMeTU9Ra?dl=0


Some SWAM modules
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BYOC3: Audit 

Process 

Automation

Intro to Audit Automation
https://www.youtube.com/playlist?list=PLtN8FDWFi6eIWg6IJ_2O9Xs

2vIbmhVfKh

Data Manipulation and Control Flows
https://www.youtube.com/playlist?list=PLtN8FDWFi6eJanESy3wq0Jkr3un

RhAm67

Data Manipulation, Recordings, Selectors, UI Interactions
https://www.youtube.com/playlist?list=PLtN8FDWFi6eKNg_VS3ZMF9PA5

X9qQ6UOQ

Automation Techniques
https://www.youtube.com/playlist?list=PLtN8FDWFi6eJ8D_o4JjsQK3PIKZ

wYyhdQ

Billing Automation
https://www.youtube.com/playlist?list=PLtN8FDWFi6eKcuZ2z6ayJMe8rpL

yUy5G3

Google Mobility Data Analytics
https://www.youtube.com/playlist?list=PLtN8FDWFi6eLLe9rQWBpj_qzhJb

AZJ80M

Moderate Social Media Using AI
https://drive.google.com/drive/folders/1Y_VdfTc6smIZAusz2CwYcVA0By5

Sl_ue

Audit Sampling with RPA
https://drive.google.com/drive/folders/1ZpwZTG-

CgI6kVzUxd8fPHX7ncL6kaYDy

BYOC4: 

Blockchain and 

Crypto currency

Introduction to Blockchain and Smart Contracts
Narrated Slides -

https://www.youtube.com/watch?v=4SarGEXwM04&feature=youtu.be

Intro to Crypto Currencies https://youtu.be/NpoUiE_n0vE

Crypto Currency Markets and Ecosystem https://youtu.be/qR6G013nbGo

Fair Value Measure of Crypto Currency https://youtu.be/xTxzR3gxkuo

Basics of Cybersecurity

https://rutgers.mediaspace.kaltura.com/embed/secure/iframe/entryId/0_dg

gzsbvx/uiConfId/12441821

https://rutgers.mediaspace.kaltura.com/embed/secure/iframe/entryId/0_13

yg520u/uiConfId/12441821

Information Risk Management

https://rutgers.mediaspace.kaltura.com/embed/secure/iframe/entryId/1_qfh

yp21n/uiConfId/12441821 

https://rutgers.mediaspace.kaltura.com/embed/secure/iframe/entryId/1_68

bmdhki/uiConfId/12441821

BYOC5: AI in 

Audit

Basics of Artificial Intelligence in Accounting and Audit
https://youtube.com/playlist?list=PLauepKFT6DK_IB4QFppiQuglqbGaJxT

3A

Advanced Artificial Intelligence in Accounting and Audit https://youtube.com/playlist?list=PLauepKFT6DK-Mmidj9qaZj4Llaa2xIbI7

Basics of Clustering for Audit
https://youtube.com/playlist?list=PLauepKFT6DK8w7B0mRNlxeV3O1TzD

MJNc

Analyses of Exceptions and Anomalies

https://rutgersconnect-

my.sharepoint.com/:v:/g/personal/fx25_business_rutgers_edu/ERE6wa2Z

Yz1KjdZUoe-M-wkBFKyF-0zGRpYKIV05Y1ELPg?e=CZq9Iv

Use of Classifiers in Audit
https://youtube.com/playlist?list=PLauepKFT6DK97LLNMPRiP8CNx2fe0A

PBk

Basics of Regression Analyses for Audit
https://youtube.com/playlist?list=PLauepKFT6DK8Fu0Dx-raBsv-

lYcPH2Hpr

Intro to Audit Automation
https://www.youtube.com/playlist?list=PLtN8FDWFi6eIWg6IJ_2O9Xs2vIb

mhVfKh

Duplicate Detection Techniques https://youtu.be/jkWKvk_MU0E

https://www.youtube.com/playlist?list=PLtN8FDWFi6eIWg6IJ_2O9Xs2vIbmhVfKh
https://www.youtube.com/playlist?list=PLtN8FDWFi6eIWg6IJ_2O9Xs2vIbmhVfKh
https://www.youtube.com/playlist?list=PLtN8FDWFi6eKcuZ2z6ayJMe8rpLyUy5G3
https://www.youtube.com/playlist?list=PLtN8FDWFi6eKcuZ2z6ayJMe8rpLyUy5G3
https://drive.google.com/drive/folders/1Y_VdfTc6smIZAusz2CwYcVA0By5Sl_ue
https://drive.google.com/drive/folders/1Y_VdfTc6smIZAusz2CwYcVA0By5Sl_ue
https://drive.google.com/drive/folders/1ZpwZTG-CgI6kVzUxd8fPHX7ncL6kaYDy
https://drive.google.com/drive/folders/1ZpwZTG-CgI6kVzUxd8fPHX7ncL6kaYDy
https://www.youtube.com/watch?v=4SarGEXwM04&feature=youtu.be
https://www.youtube.com/watch?v=4SarGEXwM04&feature=youtu.be
https://youtu.be/NpoUiE_n0vE
https://youtu.be/qR6G013nbGo
https://youtu.be/xTxzR3gxkuo
https://rutgers.mediaspace.kaltura.com/embed/secure/iframe/entryId/0_13yg520u/uiConfId/12441821
https://rutgers.mediaspace.kaltura.com/embed/secure/iframe/entryId/0_13yg520u/uiConfId/12441821
https://rutgers.mediaspace.kaltura.com/embed/secure/iframe/entryId/0_13yg520u/uiConfId/12441821
https://rutgers.mediaspace.kaltura.com/embed/secure/iframe/entryId/0_13yg520u/uiConfId/12441821
https://rutgers.mediaspace.kaltura.com/embed/secure/iframe/entryId/1_68bmdhki/uiConfId/12441821
https://rutgers.mediaspace.kaltura.com/embed/secure/iframe/entryId/1_68bmdhki/uiConfId/12441821
https://rutgers.mediaspace.kaltura.com/embed/secure/iframe/entryId/1_68bmdhki/uiConfId/12441821
https://rutgers.mediaspace.kaltura.com/embed/secure/iframe/entryId/1_68bmdhki/uiConfId/12441821
https://youtube.com/playlist?list=PLauepKFT6DK_IB4QFppiQuglqbGaJxT3A
https://youtube.com/playlist?list=PLauepKFT6DK_IB4QFppiQuglqbGaJxT3A
https://youtube.com/playlist?list=PLauepKFT6DK-Mmidj9qaZj4Llaa2xIbI7
https://youtube.com/playlist?list=PLauepKFT6DK8w7B0mRNlxeV3O1TzDMJNc
https://youtube.com/playlist?list=PLauepKFT6DK8w7B0mRNlxeV3O1TzDMJNc
https://rutgersconnect-my.sharepoint.com/:v:/g/personal/fx25_business_rutgers_edu/ERE6wa2ZYz1KjdZUoe-M-wkBFKyF-0zGRpYKIV05Y1ELPg?e=CZq9Iv
https://rutgersconnect-my.sharepoint.com/:v:/g/personal/fx25_business_rutgers_edu/ERE6wa2ZYz1KjdZUoe-M-wkBFKyF-0zGRpYKIV05Y1ELPg?e=CZq9Iv
https://rutgersconnect-my.sharepoint.com/:v:/g/personal/fx25_business_rutgers_edu/ERE6wa2ZYz1KjdZUoe-M-wkBFKyF-0zGRpYKIV05Y1ELPg?e=CZq9Iv
https://youtube.com/playlist?list=PLauepKFT6DK97LLNMPRiP8CNx2fe0APBk
https://youtube.com/playlist?list=PLauepKFT6DK97LLNMPRiP8CNx2fe0APBk
https://youtube.com/playlist?list=PLauepKFT6DK8Fu0Dx-raBsv-lYcPH2Hpr
https://youtube.com/playlist?list=PLauepKFT6DK8Fu0Dx-raBsv-lYcPH2Hpr


SOME ARTIFICIAL INTELLIGENCE 

(AI) PROJECTS

CAR Lab
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Artificial Intelligence (AI) Classification

• Machine Learning (ML)
– Use computational algorithms to analyze and learn from data, with the goal of making predictions or decisions

– Applications: predictive analysis, fraud detection, recommender systems

• Natural Language Processing (NLP)
– Use algorithms to analyze, understand, and generate human language

– Applications: chatbots, language translation, and sentiment analysis

• Robotic Process Automation (RPA)
– Use software robots (or "bots") to automate repetitive, rule-based tasks in business processes

– Applications: data entry, invoice processing, and customer service tasks



AI-related Projects List

• General AI discussion
– Using artificial intelligence in ESG assurance

• Machine learning
– Predict default: Going concern opinions 

– Predict the discontinuity of non-profit organization

– Outlier detection and explainable artificial intelligence

– Federated continual learning in financial statement audits

• Natural Language Processing
– ChatGPT in audit and beyond / audit co-pilot

– Understand ESG reports: OECD project

– The effect of remote workforce on firms’ cybersecurity risk disclosures and 

incidents

– Graph Anomaly Detection

• Robotic Process Automation
– RPA in audit planning, internal control evaluation, substantive procedures, and 

audit opinion

– Attended automation in audit



Machine Learning Improves
Accounting Estimates: 
Evidence from Insurance Payments

文稿封面标题

Lorem ipsum dolor sit amet, consectetur 
adipiscing elit.

KexingDing1

Baruch Lev2

Xuan Peng3

Presenter: Ting Sun4 

Miklos A. Vasarhelyi5

1Southwestern University of Finance and Economics; and Rutgers, the State University of New Jersey
2Stern School of Business, New York University
3Southwestern University of Finance and Economics; and Rutgers, the State University of New Jersey
4The College of New Jersey
5Rutgers, the State University of New Jersey 



Research Design

• Goal : to predict insurance claim loss with machine learning

• Variables:

– Dependent variable: ActualLoss (10-year accumulative payment)

– Independent variables: 1) operational variables (e.g. LinePayment ); 2) external

environment variables (e.g. Inflation); 3) insurer characteristics (e.g. Assets)

– Extracted from U.S insurers’ Statutory Financial Reports

• Business lines examined:

– private passenger auto liability

– commercial auto liability

– workers’ compensation

– commercial multi-peril

– homeowner/farmowner line
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Machine Learning Algorithms

• Linear Regression

• Random Forest

• Gradient Boosting Machine (Gradient 

Tree Boosting)

• Artificial Neural Networks

24



Main Results Summarized
Table 5 Panel A Cross-validation results

25

 

Business line Sample Obs Manager 
Machine learning model without 

manager estimates 

Machine learning model with manager 

estimates 
 (Accident year)  

MAE RMSE MAE RMSE 
Accuracy edge 

MAE RMSE 
Accuracy edge 

   
（ MAE) (RMSE) （ MAE) （ RMSE) 

Private Passenger Auto 
Liability 

        Random forest Random forest 

1996-2005 5949 9461 37494 7526 36694 20% 2% 6742 31352 29% 16% 

1996-2006 6298 9793 38266 7367 34830 25% 9% 6945 34366 29% 10% 

1996-2007 6602 9575 37940 7363 35127 23% 7% 6695 32724 30% 14% 

Commercial Auto 
Liability 

        Random forest Random forest 

1996-2005 5383 4209 18562 3135 12230 26% 34% 2773 10802 34% 42% 

1996-2006 5661 4155 18375 3037 11771 27% 36% 2887 11767 31% 36% 

1996-2007 5957 4338 19175 3242 12251 25% 36% 2936 12047 32% 37% 

Workers’ Compensation 

        Random forest Random forest 

1996-2005 4183 11547 43652 6462 28046 44% 36% 6293 28252 46% 35% 
1996-2006 4398 12360 44187 6609 27155 47% 39% 6112 25073 51% 43% 

1996-2007 4645 13214 47541 6840 27769 48% 42% 6300 24812 52% 48% 

Commercial Multi-Peril 

     Random forest Random forest 
1996-2005 5235 5737 27615 4382 19889 24% 28% 4087 18569 29% 33% 

1996-2006 5457 5871 27931 4276 18784 27% 33% 4036 18391 31% 34% 
1996-2007 5846 6017 28349 4500 20224 25% 29% 4135 19253 31% 32% 

Homeowner/Farmowner  

        Linear regression Linear regression 

1996-2005 6121 3905 16789 5764 24242 -48% -44% 3303 17154 15% -2% 

1996-2006 6544 3878 16611 5232 20223 -35% -22% 2916 12703 25% 24% 

1996-2007 6946 3962 16826 5274 20438 -33% -21% 2950 12786 26% 24% 



Concluding Remarks

• This research demonstrated the potential of machine learning as an effective 

tool to assist standard setter to evaluate the audit quality

• It emphasized the importance of information like audit adjustment, accounting 

firm’s/partner’s characteristics 

• There is an urgent need to enhance the quality of accounting estimates and 

auditors’ ability to independently evaluate the reliability of these estimates.

• Machine learning can generate accounting estimates useful for auditors to 

evaluate managers’ estimates, and for managers to generate original 

estimates.

• More research is needed to generalize the application of machine learning in 

other accounting settings.
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Yu Gu

Miklos Vasarhelyi

Chanyuan Abigail Zhang

Going Concern Opinions (GCOs) Are Noisy and 

Biased – How Can Machine Learning Improve Going 

Concern Assessments?



Going Concern Opinion (GCO)

• Auditors issue a GCO when there is substantial doubt 

about the entity’s ability to continue as a going 

concern (AS 2415).

• GCO is often inaccurate:

o less than 10 percent of firms that receive GCOs go 
out of business the next year. 

o less than half of the firms that go out of business 
receive GCOs in the preceding year. 



Error, Noise, and Bias

Error Bias Noise

The difference 

between the actual 

outcome value and 

predicted outcome

The systematic

deviation of a 

prediction from the 

actual outcome

The pattern-

less variability

of the predicted 

outcome

(Kahneman et al. 2021)



Research Questions

• What are the levels of noise and bias in GCOs’ errors?

– Which component is associated with audit quality? 

• Whether machine learning (ML) can reduce error, noise, and bias of 

going concern assessments?



Main Findings

• GCOs’ Type II error rate (false negative error) is 

significantly associated with poor audit quality, with the 

bias being the primary contributor. 

• Advanced ML models perform better than GCOs in 

reducing error, noise, and bias.

• The advantage of advanced ML models may come from 

ML’s utilization of different firm features and the fact 

that ML is less prone to factors that affect audit 

quality. 

• GCOs still carry incremental information that is of 

value to default assessment, suggesting that auditors 

and ML models should collaborate.



Application of Outlier Detection 

Methods in Audit Analytics

Rutgers Carlab

contact: qh90@scarletmail.rutgers.edu 



Outlier Detection Algorithms
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Proposed Framework



Satellite Images and Machine learning 

on Methane Emissions

Yu Gu

Rutgers University

Contact: yg431@rutgers.edu



Potential Greenwashing in ESG Reporting

Two methods to report Greenhouse Gas(GHG) emissions

Accounting method
• Uses a statistical way to calculate the emission

• e.g., raw materials consumed * emission factor

• Subject to manipulation

Continuous monitoring method
• Uses the sensors in the internal (e.g., vent) system to

monitor real-time emissions

• Subject to manipulation

Methane

GHG emission

EnvironmentESG

Reports

Audit 4.0-based ESG Assurance: An Example of Using Satellite Images on GHG Emissions 

In 2015, Volkswagen was accused 

of using illegal software to cover 

up excessive emissions by the 

U.S. Environmental Protection 

Agency. 



Satellite Imaging Technology & Machine Learning

Table 1. Sample Compositions

• Satellite Imaging technology and remote sensing technology: acquire the images

• Machine learning: analyze the images and get the methane emissions



• No anomalies

• No deviation from peers

• No suspicious patterns

Dashboard



Cybersecurity Assurance with Data & AI

Arion Cheong

Stevens Institute of  Technology

acheong@stevens.edu



CURRENT REGULATORY EMPHASIS

Drawbacks of  SEC Regulations on Cybersecurity Reporting

▪ Lack of  Standardization

▪ Insufficient Timeliness

▪ Inadequate Disclosure Scope

▪ Limited Enforcement Actions

▪ Inconsistency in Materiality Assessment

Regulations are highly 

focused on post-incident 

report and risk disclosure.

We can do better…

Boilerplate disclosure

Firm-specific unique disclosure

Our research finds 

that the firm only 

increased boilerplate 

disclosures after the 

SEC Guidance issued 

in 2011 and 2018.

Arion Cheong

ACHEONG@STEVENS.EDU



Types of  IT Audit

(Old way…)

▪ Audit around the computer

▪ Audit through the 

computer

▪ Audit with computer

New way,
Audit with Data+AI

For example:

▪ Real-time data privacy 

risk monitoring by 

tracking data broker 

activities.

▪ System vulnerability and 

risk monitoring in the Dark 

web.

AUDIT WITH DATA AND AI

Data Broker Tracker Network

Network Example

• Firm: Bank Industry – 417 Firms

• Tracker: 530 Unique Data 

Trackers

▪ Track the firm’s data-sharing activities with data brokers.

Arion Cheong

ACHEONG@STEVENS.EDU



Types of  IT Audit

(Old way…)

▪ Audit around the computer

▪ Audit through the 

computer

▪ Audit with computer

New way,
Audit with Data+AI

For example:

▪ Real-time data privacy risk 

monitoring by tracking data 

broker activities.

▪ System vulnerability and 

risk monitoring in the 

Dark web.

AUDIT WITH DATA AND AI

Topic Representative Keywords

Employee Account Account, Admit, Human, Number, People

Executive Information Board, Contact, Number, Social, Security

Vendor Information Certificate, Company, File, License, Vendor

System Access Password, Software, Status, System, Username

Proprietary Information Cellular, Conference, Data, Scientist, Work

Information Sharing Contribution, Information, Note, People, Worth

Arbitrage Information Business, Company, Leaked, Seller, Silence

GoDaddy.comMinted

▪ We can measure the cybersecurity risk from the dark web.

▪ One of  our study finds that, among 916 firms, we identified 80 firms’ employee user account was 

breached, however, only two firms disclosed. 

Arion Cheong

ACHEONG@STEVENS.EDU



PROMIMAL: A New Paradigm of Internal 

Control Evaluation Using Process 

Mining and Machine Learning

Huijue Kelly Duan (Presenter)

Sacred Heart University

Contact: duanh@sacredheart.edu

Miklos Vasarhelyi

Rutgers University 

Mauricio Codesso

Northeastern University



Research Objectives

• Adopts a practical-oriented approach and develop an internal 

control evaluation model: PROMIMAL (PROcess MIning and 

MAchine Learning)

– Systematically analyze internal controls

– Improve the quality of internal control testing

– Dual purpose of testing

• Provide more informative risk assessments

• Enhance substantive testing

44



Contributions

• Relatively New type of audit evidence

– Process mining to evaluate internal controls

– Examine the entire P2P process transactions for 2019-2020

– The model facilitates a proactive, practical-oriented approach toward 

internal control evaluations

• New model for internal control evaluation

– Evaluate controls based on full population testing and rely on actual 

data to determine the control risks and the testing scope

• Contribute to different audit procedures

– Internal control testing

– Risk assessment

– Substantive testing

45



Process Mining
Rule-Based 
Approach

Control Risk 
Assessment

Understand 

business flows

Link SAP tables 

based on business 

activities (P2P)

Identify deviations

Identify associated 

controls

Determine the risk 

levels

Identify control 

evaluation 

features

Evaluate 

deviations

Determine 

acceptable and 

unacceptable 

deviations

Anomaly 
Detection

Scoring-based 

approach to 

prioritize the non-

confirming cases

Identify high risk 

outliers

Determine high 

risk control areas

PROMIMAL

46



Overall Findings

• Concerns over the purchase approval process and disbursement process

– Accurate payment / Authorized purchases / Segregation of duties

• Identify Missing Controls

– Open purchase orders are reviewed and monitored periodically. Significantly aged (>30 days) purchase 

orders which are kept open in the system are justified and contain supporting documentation/evidence of 

review.

– No-PO invoices are sent for approval to appropriate authority. Post approval the invoice is sent for 

processing.

– System restrictions over employees who can create purchase order and release the payment.
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Application of Outlier Detection Methods in Audit Analytics

Rutgers University

CarLab



Outlier Detection Algorithms
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Defined by auditors or 

identified in previous 

engagements

3

2
3

4

8

Proposed Framework



Hanchi Gu

Marco Schreyer

Kevin Moffitt

Miklos A. Vasarhelyi

contact: hg319@scarletmail.rutgers.edu

Artificial Intelligence Co-Piloted Auditing



The Concept of Co-pilot

E.g., Tesla’s Autopilot, 

Ford’s BlueCruise,

and Mercedes’s Drive Pilot



The Development of Co-pilot

Software Development 

(e.g., Visual Studio Code, GitHub Copilot),

Healthcare

(e.g., BuoyHealth, Ada Health)

Customer Support

(e.g., Zendesk, Intercom)

Smart Home Assistants

(e.g., Amazon Alexa, Apple Siri, Google 

Assistant),

General Productivity Assistant

(Microsoft 365 Copilot)

Auditing?



Summary

Our study offers the following contributions:

1. We introduce the concept of co-piloted auditing, a highly collaborative partnership between human auditors 

and AI models that capitalizes on each other’s capabilities to enhance

auditing.

2. We present a comprehensive overview of foundation models, with a focus on pre-training and fine-tuning 

techniques specifically tailored to the domain of financial auditing. 

3. We demonstrate the effectiveness of employing chain-of-thought prompting to guide LLMs in addressing 

specific audit tasks, highlighting the model’s versatility and reasoning capabilities.

4. We assess the effectiveness of our prompting protocols by employing ChatGPT, analyzing both the 

application of the protocols and the quality of the generated responses



Co-piloted Auditing Concept Framework

Foundation-Model-Empowered AI Co-piloted Auditing

Co-piloted Auditing Process



The Process of AI Co-piloted Auditing

Co-piloted Auditing Concept Framework Co-piloted Auditing Process



Experiments of Audit Task

Experiment A: Audit Task -

Financial Ratio Analysis

Experiment B: Audit Task -

Post-Implementation 

Review

Experiment C: Audit Task -

Journal Entry Testing

[Model]: Audit initiated. I am now calculating the 

three financial ratios

based on the provided income statement data (Input 

1).

Gross profit margin = Gross profit / Total revenue

Operating profit margin = EBIT / Total revenue

Net profit margin = Net income / Total revenue

Here are the calculated ratios:

Gross profit margin = 1.70782e+11 / 3.94328e+11 = 

0.4330258827965754

Operating profit margin = 1.19437e+11 / 3.94328e+11 = 

0.3029328940914151

Net profit margin = 9.9803e+10 / 3.94328e+11 = 

0.25315486389767526

So, the results are as follows:

Calculation Completed!

Gross profit margin = 0.4330258827965754

Operating profit margin = 0.3029328940914151

Net profit margin = 0.25315486389767526

Experiment A: Audit Task - Financial Ratio Analysis

……
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Explain GPT technology in simple terms

Sure! GPT stands for "Generative Pre-trained Transformer." It's a type of machine 
learning technology that's used to create computer programs that can generate text, 
images, and other types of data.

Here's a simple explanation of how it works:

1.GPT models are pre-trained on vast amounts of data. This means they've already learned a lot 
about how language works and how words relate to each other.
2.Once a GPT model is trained, it can be used for a variety of tasks. For example, it can be used to 
generate new text based on a given prompt, summarize a long article, or even answer questions.
3.When you give a GPT model a prompt, it uses its understanding of language to generate a 
response. It does this by analyzing the words in the prompt, looking for patterns, and using its pre-
existing knowledge to create a coherent response.

Overall, GPT technology is a powerful tool for creating intelligent programs that can 
understand and generate language



Explain GPT technology in simple terms

• 2 / 2

• GPT stands for "Generative Pre-trained Transformer" technology. It is a type of artificial intelligence (AI) that has been trained 

to generate human-like text.

• The technology uses a type of neural network called a transformer, which is pre-trained on massive amounts of text data from 

the internet. This pre-training enables the model to learn the patterns and structures of human language, and then generate 

new text that sounds like it was written by a human.

• GPT technology can be used for a variety of tasks, such as generating text for chatbots, language translation, or even writing 

articles and stories. The more it is used and trained, the better it becomes at generating high-quality text.

• Overall, GPT technology is a powerful tool for generating human-like text and has the potential to revolutionize the way we 

communicate and create content.



Explain transformer neural networks

• Transformer neural networks are a type of neural network architecture that was introduced in the 2017 paper "Attention is All You Need" by Vaswani et al. They 

were designed to handle sequential data, such as natural language text, and have since become a widely used architecture in various applications of machine 

learning, including language translation, text summarization, and speech recognition.

• The key innovation of the transformer architecture is the self-attention mechanism, which allows the network to selectively attend to different parts of the input 

sequence while processing it. Self-attention involves computing a weighted sum of the input sequence at each position, where the weights are determined by 

the similarity between each position and every other position in the sequence. This allows the network to consider the relationships between all pairs of 

positions in the sequence, rather than only considering adjacent pairs as in traditional recurrent neural networks.

• The transformer architecture consists of an encoder and a decoder. The encoder processes the input sequence, while the decoder generates the output 

sequence. Both the encoder and decoder are composed of multiple layers of self-attention and feedforward neural networks. During training, the decoder is 

trained to predict the next token in the output sequence given the previous tokens and the encoder's representation of the input sequence. During inference, the 

decoder generates the output sequence token by token, using the previously generated tokens and the encoder's representation of the input sequence as 

input.

• Overall, the transformer architecture has shown superior performance compared to other neural network architectures in many natural language processing 

tasks.



Explain neural networks in simple terms

• Neural networks are a type of computer program modeled after the structure and 
function of the human brain. They are made up of layers of interconnected nodes 
that process and transmit information.

• Each node in a neural network receives input from multiple sources, processes that 
input, and then sends output to other nodes in the next layer. As the input passes 
through the layers of the neural network, it becomes increasingly refined and 
processed, leading to a final output that represents the network's prediction or 
decision.

• Neural networks can be trained to perform a wide variety of tasks, from recognizing 
images to predicting outcomes in financial markets. The training process involves 
adjusting the connections between nodes based on a set of labeled examples, 
allowing the network to learn and improve its performance over time.

• Overall, neural networks are a powerful tool for solving complex problems and 
making predictions based on large amounts of data.



explain human neural netwrks in smple terms

• Human neural networks refer to the complex network of neurons in the human brain that are responsible for processing information and controlling our 

thoughts, feelings, and actions.

• The human brain contains billions of neurons that are connected by trillions of synapses, forming a highly complex and interconnected network. Each neuron 

receives input from other neurons and sends output to other neurons, allowing information to be transmitted throughout the brain.

• Neural networks in the brain are responsible for a wide range of functions, including perception, memory, language, and emotion. These networks are highly 

adaptable and can change in response to new experiences, a process known as neuroplasticity.

• The human brain also contains specialized neural networks that are responsible for specific functions, such as the visual cortex for processing visual 

information or the language centers for processing language.

• Overall, human neural networks are a remarkable example of the power and complexity of biological systems. While much is still unknown about the brain and 

how it works, ongoing research is shedding light on this fascinating and important area of study.

• explain human neural netwrks in smple terms



Explain physical neural networks

Physical neural networks refer to neural networks that are implemented using physical hardware components, rather 
than being simulated on a computer. These networks are typically designed to emulate the behavior of biological neural 
networks found in the brain.

Physical neural networks can be made using a variety of materials and technologies, including silicon chips, 
memristors, and even living cells. They are often referred to as "neuromorphic" systems because they aim to 
mimic the structure and function of biological nervous systems.

One advantage of physical neural networks is that they can be highly efficient in terms of power consumption and 
processing speed, especially when compared to traditional computer-based neural networks. This is because they 
can take advantage of the parallelism and fault tolerance inherent in biological systems.

Physical neural networks have a wide range of potential applications, including robotics, image and speech 
recognition, and even brain-machine interfaces. However, they are still in the early stages of development and 
more research is needed to fully understand their capabilities and limitations.



explain human 

neural networks in 

simple terms

• The human neural network is the intricate web of neurons in the brain 

that process and transmit information. Neurons are specialized cells 

that communicate with each other through electrical and chemical 

signals, forming complex networks that allow us to think, feel, and act.

• These networks are highly adaptable and can change over time 

through a process known as neuroplasticity. The brain also contains 

specialized neural networks that are responsible for specific functions, 

such as the visual cortex for processing visual information or the 

language centers for processing language.

• Neural networks in the brain are responsible for a wide range of 

functions, including perception, memory, language, and emotion. These 

networks are highly interconnected and communicate with each other 

to allow us to navigate the world around us and interact with others.

• While there is still much to learn about the brain and how it works, 

ongoing research is helping to uncover the mysteries of this remarkable 

organ and the neural networks that underlie human behavior and 

cognition.



show the generations of AI

The 
generations of 

AI are 
generally 

categorized 
into five distinct 

stages:

First 
Generation AI: 
This refers to 

the early stage 
of AI 

development, 
dating back to 
the 1950s and 
1960s. At this 

time, 
researchers 
focused on 
developing 
rules-based 

systems, which 
relied on 

human-coded 
rules and logic 

to make 
decisions.

Second 
Generation AI: 
Also known as 
"symbolic AI," 

this stage 
emerged in the 

1970s and 
1980s. 

Symbolic AI 
systems used 

symbolic 
reasoning and 
representation 

to solve 
problems and 

make 
decisions. 

Expert 
systems, which 

relied on 
knowledge 
bases and 
inference 

engines, were 
a common 

example of this 
type of AI.

Third 
Generation AI: 

This stage 
emerged in the 

1990s and 
early 2000s, 

and was 
characterized 

by the 
development of 

machine 
learning 

algorithms that 
could learn 

from data. This 
enabled AI 
systems to 

become more 
adaptive and 
able to learn 
and improve 
over time.

Fourth 
Generation AI: 
This stage is 
characterized 

by the 
development of 
deep learning, 

which uses 
neural 

networks to 
analyze and 

interpret data. 
Deep learning 

has 
revolutionized 

fields like 
computer 

vision, speech 
recognition, 
and natural 
language 

processing.

Fifth 
Generation AI: 
This stage is 

still in 
development 

and focuses on 
creating AI 

systems that 
are self-aware, 
able to reason 

and understand 
natural 

language, and 
capable of 

making ethical 
decisions. This 
stage is also 

known as 
"artificial 
general 

intelligence" or 
"AGI."

It's important to 
note that these 
stages are not 

necessarily 
sequential or 

mutually 
exclusive, and 

there is 
ongoing 

research and 
development 
happening in 

all areas of AI.



Where does GPT falls in the generations of AI

GPT (Generative Pre-
trained Transformer) 
is a type of AI model 
that falls under the 

Fourth Generation of 
AI, which is 

characterized by the 
development of deep 
learning and neural 

networks.

GPT is a deep 
learning model based 

on a type of neural 
network called a 

transformer. It is pre-
trained on large 

amounts of data and 
can be fine-tuned for 
a variety of natural 

language processing 
(NLP) tasks, such as 
language translation, 
summarization, and 
question-answering.

GPT has 
revolutionized NLP 
and has achieved 

state-of-the-art 
performance on a 

range of benchmark 
datasets, including 

the GLUE and 
SuperGLUE 

benchmarks. The 
success of GPT has 

led to the 
development of other 
large-scale language 

models, such as 
GPT-2 and GPT-3, 
which have even 
larger numbers of 

parameters and can 
generate highly 
convincing text.

Overall, GPT is a 
powerful example of 

the capabilities of 
deep learning and 

neural networks in the 
Fourth Generation of 

AI.
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Inside the secret list 

of websites that 

make AI like 

ChatGPT sound 

smart

Washington Post

April 19, 2023



Chatbots

• AI chatbots have exploded in popularity over the past four months, stunning the 

public with their awesome abilities, from writing sophisticated term papers to holding 

unnervingly lucid conversations.

• Chatbots cannot think like humans: They do not actually understand what they say. 

They can mimic human speech because the artificial intelligence that powers them has 

ingested a gargantuan amount of text, mostly scraped from the internet.
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Data Prep

• Like most companies, Google heavily filtered the data before feeding it to the AI. (C4 stands 

for Colossal Clean Crawled Corpus.). In addition to removing gibberish and duplicate text, the 

company used the open source “List of Dirty, Naughty, Obscene, and Otherwise Bad Words,” 

which includes 402 terms in English and one emoji (a hand making a common but obscene 

gesture). Companies typically use high-quality datasets to fine-tune models, shielding users 

from some unwanted content.

• While this kind of blocklist is intended to limit a model’s exposure to racial slurs and 

obscenities as it’s being trained, it also has been shown to eliminate some nonsexual LGBTQ 

content. As prior research has shown, a lot gets past the filters. We found hundreds of examples 

of pornographic websites and more than 72,000 instances of “swastika,” one of the banned 

terms from the list.
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Content Issues

• The Post believes it is important to present the complete contents of the data fed into AI models, which promise 

to govern many aspects of modern life. Some websites in this data set contain highly offensive language and we have 

attempted to mask these words. Objectionable content may remain.

• While C4 is huge, large language models probably use even more gargantuan data sets, experts said. For example, 

the training data for OpenAI’s GPT-3, released in 2020, began with as much as 40 times the amount of web scraped 

data in C4. GPT-3’s training data also includes all of English language Wikipedia, a collection of free novels by 

unpublished authors frequently used by Big Tech companies and a compilation of text from links highly rated by 

Reddit users. (Reddit, a site regularly used in AI training models, announced Tuesday it plans to charge companies 

for such access.) Experts say many companies do not document the contents of their training data — even internally 

— for fear of finding personal information about identifiable individuals, copyrighted material and other data 

grabbed without consent.

• As companies stress the challenges of explaining how chatbots make decisions, this is one area where executives 

have the power to be transparent.
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Rank Domain Category
Percent of 

all tokens

1
patents.google.co

m

Law & 

Government
0.46%

2 wikipedia.org News & Media 0.19%

3 scribd.com News & Media 0.07%

4 nytimes.com News & Media 0.06%

5 journals.plos.org Science & Health 0.06%

6 latimes.com News & Media 0.05%

7 theguardian.com News & Media 0.05%

8 forbes.com News & Media 0.05%

9 huffpost.com News & Media 0.04%

10 patents.com
Law & 

Government
0.04%

11
washingtonpost.c

om
News & Media 0.03%

12 coursera.org Jobs & Education 0.03%

13 fool.com
Business & 

Industrial
0.03%

14 frontiersin.org Science & Health 0.03%

15 instructables.com Technology 0.03%

The websites in Google’s C4 dataset
Search for a website

Page 

1 of 67



Accounting and Audit

• Why not create a large dataset focusing on accounting and audit data?

• Add actual business reports like 10Ks, etc

• Add analyst reports

• Add individual investment histories

• Add restatement histories, etc

• Add exogenous variables that are related

• Train on typical questions that investors ask

• Train on typical questions that auditors ask

• Train on predictive analytics

• Train on continuous audit

• Etc, etc, etc
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Interesting Applications

If you insist, it may go on 

strike



Interesting Applications (Don’t make it mad with 

you)



Interesting Applications (Maybe you can find the 

secret)



Rank Domain Category
Percent of 

all tokens

1 patents.google.com Law & Government 0.46%

2 wikipedia.org News & Media 0.19%

3 scribd.com News & Media 0.07%

4 nytimes.com News & Media 0.06%

5 journals.plos.org Science & Health 0.06%

6 latimes.com News & Media 0.05%

7 theguardian.com News & Media 0.05%

8 forbes.com News & Media 0.05%

9 huffpost.com News & Media 0.04%

10 patents.com Law & Government 0.04%

11 washingtonpost.com News & Media 0.03%

12 coursera.org Jobs & Education 0.03%

13 fool.com Business & Industrial 0.03%

14 frontiersin.org Science & Health 0.03%

15 instructables.com Technology 0.03%

The websites in Google’s C4 dataset
Search for a website

Page 

1 of 67



PROMPT ENGINEERING

Kevin Moffitt



Prompt Engineering

• Prompt engineering is the means by which LLMs are programmed via prompts

“The quality of the output(s) generated by a 

conversational LLM is directly related to the quality of 

the prompts provided by the user.” (White et al. 2023)



Prompt Engineering

• LLMs can reach noticeably better performance on downstream 
applications through instruction tuning: being fine-tuned to specifically 
follow natural language instructions to reach state-of-the-art performance

“Using language models for downstream tasks require a 

different paradigm, where time is not spent on fine-tuning 

the model itself but on improving the prompt, a natural 

language query” (Clavie et al. 2023)



Prompt Engineering

Example Prompt Protocol (adapted from Wake et al. 2023)
Prompt Segment 

Type

Example

Role Explanation “You are an expert auditor assessing your client’s liquidity.”

Actions Explanation “You will detect any liquidity issues using ratio analysis.”

Input Data 

Explanation 

“I will give you balance sheet data from Apple Inc’s 2022 annual report.”

Output Data 

Explanation 

“You will calculate the current ratio, the quick ratio, and the cash ratio from the 

given data. You will return the results with a discussion of the results.”

Input/Output 

Example 

“To calculate the current ratio, you will divide current assets by current 

liabilities. For example, if current assets is 5 Billion, and current liability is 6 

billion, then the current ratio is 5/6, or .833333. To calculate the quick ratio …”

Task Specific Input 

Data 

“Please calculate the current ratio, quick ratio, and cash ratio for the following 

balance sheet data. Also, discuss any liquidity issues you detect in the 

company…”
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