Children’s Recognition of Spectrally Degraded Cartoon Voices
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Objectives: Although the spectrally degraded input provided by cochlear implants (CIs) is sufficient for speech perception in quiet, it poses problems for talker identification. The present study examines the ability of normally hearing (NH) children and child CI users to recognize cartoon voices while listening to spectrally degraded speech.

Design: In Experiment 1, 5- to 6-year-old NH children were required to identify familiar cartoon characters in a three-alternative, forced-choice task without feedback. Children heard sentence-length utterances at six levels of spectral degradation (noise-vocoded utterances with 4, 8, 12, 16, and 24 frequency bands and the original or unprocessed stimuli). In Experiment 2, child CI users 4 to 7 years of age and a control sample of 4-to 5-year-old NH children were required to identify the unprocessed stimuli from Experiment 1.

Results: NH children in Experiment 1 identified the voices significantly above chance levels, and they performed more accurately with increasing spectral information. Practice with stimuli that had greater spectral information facilitated performance on subsequent stimuli with lesser spectral information. In Experiment 2, child CI users successfully recognized the cartoon voices with slightly lower accuracy (0.90 proportion correct) than NH peers who listened to unprocessed utterances (0.97 proportion correct).

Conclusions: The findings indicate that both NH children and child CI users can identify cartoon voices under conditions of severe spectral degradation. In such circumstances, children may rely on talker-specific phonetic detail to distinguish one talker from another.
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INTRODUCTION

Successful interpretation of verbal messages depends on the integration of linguistic and talker-specific cues. For example, the sentence, “I borrowed my parents’ car,” has very different implications when spoken by an 18-year-old neighbor or his 15-year-old sibling. In more commonly occurring circumstances, listeners treat information differently depending upon whether the source of that information is a recognized authority or novice. Accordingly, understanding voice identification can enhance our understanding of speech comprehension more generally. There has been considerable research on adults’ recognition of voices (e.g., Van Lancker & Kreiman 1987; Loebach et al. 2008) but despite its importance for speech perception, there is very limited information about voice recognition in children. In the present article, we ask whether children can identify familiar voices under conditions of spectral degradation. In Experiment 1, we evaluate the ability of children with normal hearing (NH) to identify familiar voices from auditory signals that are spectrally degraded by means of noise vocoding. In Experiment 2, we evaluate comparable abilities in deaf children who use cochlear implants (CIs), which provide them with spectrally degraded signals. These experiments, taken together, provide new insights into children’s representation of familiar voices.

Speech conveys information about the speaker’s physical (e.g., age, sex), psychological (e.g., mood, stress level), and social (e.g., education, regional origin; see Kreiman et al. 2005) characteristics. Such indexical information contributes to rapid impressions of unknown talkers, underlies the identification of familiar talkers, and facilitates speech perception. Adults generally experience little difficulty identifying familiar talkers under optimal conditions (e.g., quiet), especially when response alternatives are provided (Van Lancker et al. 1985). In less than optimal circumstances, however, talker familiarity facilitates speech perception, both for adults (Nygaard et al. 1994; Nygaard & Pisoni 1998; Clarke & Garrett, 2004; Bradlow & Bent 2008; Maye et al. 2008) and young children (White & Aslin 2011; Schmale et al. 2012; Van Heugten & Johnson Reference Note 1).

Attention to talker-specific cues is evident early in development. Within days of birth, infants recognize their mother’s voice (DeCasper & Fifer 1980; Spence & Freeman 1996). By 7 months of age, they can segregate two women’s voices but only when one of the voices is familiar (Barker & Newman 2004). They also differentiate talkers who speak a familiar language but not those who speak an unfamiliar language (Johnson et al. 2011). By the preschool period, children recognize the voices of their kindergarten classmates (Bartholomeus 1973). They identify the voices of familiar cartoon characters in a six-alternative forced-choice task, with 4- and 5-year-olds performing better (81% and 86% correct, respectively) than 3-year-olds (61%; Spence et al. 2002). Moreover, children 3 to 6 years of age can learn to identify two previously unfamiliar talkers in the course of a laboratory test session, but their accuracy remains modest even after 32 training trials (Creel & Jimenez 2012).

Despite the ubiquity of talker recognition, there has been little success in identifying the critical cues underlying this ability (for a review, see Kreiman et al. 2005). Pitch and timbre (i.e., voice quality) are undoubtedly relevant to talker identification (Van Lancker & Kreiman 1987), but familiar talkers can be identified to some extent from sine-wave analogs of speech that lack timbre and fundamental frequency cues, presumably by means of talker-specific timing of consonant and vowel articulation (Fellows et al. 1997; Remez et al. 1997; Sheffert et al. 2002). Adults can also identify sex of talker from vocoded speech that simulates the spectral degradation of cochlear implants (CIs) (Fu et al. 2004; Vongphoe & Zeng 2005), but they have difficulty differentiating same-sex voices in the context of such degradation (Fu et al. 2004).

Despite the spectrally degraded information provided by cochlear prostheses, CI users often achieve excellent levels of speech recognition in quiet (e.g., Vongphoe & Zeng 2005), and
many acquire the spoken language of their community from electrical input alone (Svirsky et al. 2000). Spectral degradation, however, poses substantial difficulties for talker differentiation, especially for children (Cleary & Pisoni 2002; Vongpaisal & Zeng 2005; Vongpaisal et al. 2012). For example, school-age CI users with 4 or more years of implant experience achieve only 57% correct on a talker differentiation task with variable linguistic content within and across talkers (Cleary & Pisoni 2002). At times, however, children's difficulty is probably exacerbated by laboratory stimuli or tasks that are insufficiently engaging. For example, NH infants sometimes perform well on speech perception tasks with natural, sentence-length utterances produced by parents of same-age infants (Van Heugten & Johnson 2012), but they often experience difficulty on similar tasks with isolated syllables produced by actors (Houston & Jusczyk 2000). The facilitative effects of engaging tasks have also been observed under conditions of spectral degradation. For example, child CI users can differentiate their mother's natural-sounding utterances from those of other female talkers in a game-like task with closed-set responding (Vongpaisal et al. 2010). In a similar task with three response alternatives (chance level of 33%), NH children classify the unfamiliar talker of noise-vocoded utterances as a man, woman, or child with over 60% accuracy (Vongpaisal et al. 2012). In the context of limited spectral information, children are likely to capitalize on individual differences in consonant and vowel articulation and speaking rate, especially when sentence-length stimuli are provided (Vongpaisal et al. 2010, 2012).

Noise-vocoded speech was first introduced by Shannon et al. (1995) to simulate the coding of speech in CIs and to demonstrate that excellent speech recognition is possible under conditions of severe spectral degradation. This vocoding scheme involves filtering speech into a number of frequency bands, using the amplitude envelope of each band to modulate Gaussian noise, and summing the modulated bands. The resulting signal preserves temporal and amplitude cues but no spectral detail within each band. Similar speech intelligibility is achieved with sine-vocoded speech, which uses amplitude-modulated sine waves rather than noise bands (Dorman et al. 1997). Both types of vocoding have become common means of examining the influence of various spectral and temporal parameters on speech intelligibility (e.g., Shannon et al. 1995; Faulkner et al. 2000) and voice discrimination (e.g., Fu et al. 2004).

Practice with vocoded speech increases the subsequent comprehensibility of such speech (e.g., Davis et al. 2005; Hervais-Adelman et al. 2008, 2011). Adaptation is relatively rapid, especially when feedback is provided or when listeners have the opportunity of hearing clear versions before hearing the distorted ones (Davis et al. 2005; Hervais-Adelman et al. 2008). Even without prior exposure to noise-vocoded speech, NH children can decode sentence-length utterances at levels of spectral degradation that pose difficulty for identifying talker age or sex (Vongpaisal et al. 2012; Newman & Chatterjee 2013). Obviously, NH children do not have long-term exposure to spectral degraded input, as is the case for child CI users, so their performance in a single test session may underestimate the performance that can be achieved after additional exposure or training.

In principle, the speech perception benefits attributable to talker familiarity could be available to child CI users, as they are to NH children (White & Aslin 2011; Schmale et al. 2012; Van Heugten & Johnson Reference Note 1). To date, however, studies of familiar talker identification by child CI users have been restricted to the maternal voice (Vongpaisal et al. 2010), which is more familiar than any other voice. Moreover, there has been no evaluation of NH children's identification of familiar talkers from samples of noise-vocoded speech. Here we ask whether NH children can identify the voices of familiar cartoon characters under conditions of spectral degradation and whether child CI users can do so under their usual conditions of listening. Cartoon voices are of particular interest and relevance to young children, constituting a suitable test case of the recognition of voices that are familiar but much less familiar than the voice of the mother or other immediate family members. Cartoon voices are designed to be highly distinctive and engaging, and children often have enduring, affectionate ties with the characters. In the present study, we examined the ability of NH children to identify the voices of familiar cartoon characters at several levels of spectral degradation (Experiment 1) and the ability of young CI users to identify the same voices (Experiment 2).

**EXPERIMENT 1**

The goal of the present experiment was to examine the impact of spectral degradation on the identification of cartoon voices by 5- to 6-year-old children with normal hearing. Preschool children recognize cartoon voices in the context of a six-alternative, forced-choice task and ideal listening conditions (Spence et al. 2002). The focus here was on children's identification of such voices from primarily temporal cues that are available in noise-vocoded sentences. To maintain children's interest in the spectrally degraded stimuli, the voice identification task was designed as an engaging game. After hearing each utterance, children responded by selecting one of three colorful images of different cartoon characters on a touch-sensitive monitor. The availability of three alternatives rather than six (Spence et al. 2002) reduced task difficulty, a change that was warranted by the degraded stimuli. In fact, the use of two or three response alternatives is common in research with young children (Morton & Trehub 2001; Volkova et al. 2013), including research on talker recognition (Creel & Jimenez 2012; Vongpaisal et al. 2012). Even on simple tasks with only two alternatives, young children can be distracted by irrelevant cues (e.g., utterance content) and often perseverate on unsuccessful response strategies (Morton & Trehub 2001; Morton et al. 2003). Children were expected to perform at or near ceiling on intact versions, but their performance was expected to decrease progressively with increasing levels of spectral degradation.

Because NH children have no experience with spectrally degraded speech, exposure to less-degraded versions is likely to assist them subsequently on more degraded versions, as it does for adults (Hervais-Adelman et al. 2008). A secondary manipulation involving the presentation of utterances examined this possibility. The order of presentation of stimuli at various levels of degradation was randomized in one condition and blocked in another condition by level of degradation, proceeding from greatest to least degradation. The highly degraded stimuli in early trials of the blocked presentation would provide little opportunity for transfer of training (e.g., Hervais-Adelman et al. 2011). By contrast, exposure to some stimuli with lesser degradation in early trials of the randomized version could facilitate adaptation to the mode of distortion or enhance subsequent performance.
Participants and Methods

Participants • The participants were 24 NH children who were 5 to 6 years of age (M = 6.1 years, SD = 0.3 years) from the Greater Toronto Area. All children were estimated to be from middle- or upper-income families, as determined from census data linked to their residential address. The children were native speakers of English and had no family or personal history of hearing problems, according to parental report. They regularly watched television (TV) programs featuring at least three cartoon characters from the present stimulus set. An additional 4 children were excluded from the sample because of equipment error (2) or failure to complete the test session (2).

Apparatus and Stimuli • All testing was conducted in a double-walled sound-attenuating booth (Industrial Acoustics Co., Bronx, NY), with the child seated facing a touch-screen monitor (ELO LCD Touch Systems, Milpitas, CA). Auditory stimuli, consisting of utterances from cartoon characters, were presented by means of an amplifier (Harmon-Kardon HK3380, Woodbury, NY) and two loudspeakers (Electro-Medical Instruments, Mississauga, ON, Canada), each located at a 45-degree angle from the participant. Visual stimuli consisting of brightly colored images of the cartoon characters were presented on the monitor. Stimulus delivery and response recording were controlled by a custom program on a Windows XP workstation outside the booth. The auditory stimulus set consisted of utterances from 11 cartoon characters in popular TV shows for young children (see Table 1). For each cartoon character, five noise-free utterances were selected from TV episodes. Because the content varied across characters, utterances with content cues to the identity of the character (i.e., stereotyped expressions) were avoided.

The noise-band vocoder used in the present study (Sheldon et al. 2008) was implemented as described by Shannon et al. (1995) and Eisenberg et al. (2000). Digital sound files were passed through a series of bandpass filters to create conditions with 4, 8, 12, 16, or 24 frequency bands spanning a frequency range of 300 to 6000 Hz. The temporal envelope of the signal was extracted by means of the Hilbert transform and used to modulate narrowband Gaussian white noise. These filtered bands were then added to generate auditory signals that preserved the original temporal envelope and amplitude profile without the original fine structure. Each child received 90 trials, consisting of five utterances presented at six levels of degradation (vocoded stimuli with 4, 8, 12, 16, and 24 frequency bands and the original unprocessed stimuli) for each of three characters. In other words, the same 15 utterances were presented at all levels of degradation. All stimuli were equated for amplitude and presented at approximately 70 dB (A level).

Table 1 shows mean syllable duration (a rough index of speaking rate), mean sentence duration (and range of sentence duration), and fundamental frequency (f0; and f0 range) for cartoon characters selected by children. It is apparent that Dora and Elmo speak considerably more slowly and use a wider f0 range than most of the other characters. Overall, the relatively slow speaking rate, high pitch, and large pitch range relative to typical adult-directed speech corroborate the child-directed speech style (e.g., Fernald et al. 1989; Creel & Jimenez 2012) of these cartoon characters.

Procedure • Children were tested in a three-alternative, forced-choice task. First, they selected the three most familiar cartoon characters. Then the child and experimenter entered the test booth. The experimenter sat behind the child and presented the three cartoon characters from the set of 12, and parents confirmed the familiarity of their choices. Then the child and experimenter entered the test booth. The experimenter sat behind the child

### TABLE 1. Mean syllable duration and fundamental frequency (f0) of the cartoon characters selected by children

<table>
<thead>
<tr>
<th>TV Program</th>
<th>Cartoon Character</th>
<th>Mean Syllable Duration (msec)</th>
<th>Mean Utterance Duration (range, sec)</th>
<th>Mean f0 (range, Hz)</th>
<th>Sample Utterance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dora the Explorer</td>
<td>Dora</td>
<td>536</td>
<td>(1.24–2.62)</td>
<td>(180–819)</td>
<td>I miss him so much.</td>
</tr>
<tr>
<td>Dora the Explorer</td>
<td>Boots</td>
<td>453</td>
<td>(1.55–2.13)</td>
<td>(225–699)</td>
<td>That wouldn’t be too good.</td>
</tr>
<tr>
<td>SpongeBob</td>
<td>SpongeBob</td>
<td>259</td>
<td>(1.07–2.11)</td>
<td>(117–413)</td>
<td>But it doesn’t make any sense.</td>
</tr>
<tr>
<td>SpongeBob</td>
<td>Patrick</td>
<td>245</td>
<td>(0.84–2.02)</td>
<td>(125–395)</td>
<td>I thought I was doing a pretty good job.</td>
</tr>
<tr>
<td>SpongeBob</td>
<td>Squidward</td>
<td>197</td>
<td>(1.37–2.76)</td>
<td>(93–285)</td>
<td>Now go spread the word.</td>
</tr>
<tr>
<td>SpongeBob</td>
<td>Sandy</td>
<td>389</td>
<td>(0.92–1.63)</td>
<td>(175–632)</td>
<td>That’s gotta hurt.</td>
</tr>
<tr>
<td>Bob the Builder</td>
<td>Bob</td>
<td>236</td>
<td>(1.05–2.17)</td>
<td>(126–603)</td>
<td>I can’t wait to see it.</td>
</tr>
<tr>
<td>Bob the Builder</td>
<td>Wendy</td>
<td>316</td>
<td>2.18</td>
<td>333</td>
<td>We had a bit of a slow start.</td>
</tr>
<tr>
<td>Sesame Street</td>
<td>Elmo</td>
<td>462</td>
<td>(1.77–2.75)</td>
<td>(178–498)</td>
<td>Tell us about yourself.</td>
</tr>
<tr>
<td>Sesame Street</td>
<td>Ernie</td>
<td>279</td>
<td>1.38</td>
<td>316</td>
<td>These are all our friends out there.</td>
</tr>
<tr>
<td>Max and Ruby</td>
<td>Ruby</td>
<td>305</td>
<td>2.01</td>
<td>346</td>
<td>He’s just getting dressed.</td>
</tr>
</tbody>
</table>

f0 was measured from the middle 50% of six vowels that occurred at least once for each character (a, e, i, o, u, and ʌ). Verbal content of sample utterances is provided.
to discourage interaction during the task. Children were told that they would see pictures of the three cartoon characters on the monitor and that they would hear them talk. They were also told that the characters would sometimes sound funny or hard to understand. Their task was to indicate who was talking by touching the corresponding picture on the monitor. Children were told that they could ask to have an utterance repeated. After the children expressed their understanding of the instructions, the three characters appeared on the screen and the presentation of auditory stimuli began. Touch responses were recorded only after the entire utterance was presented. Some children required occasional encouragement (e.g., You’re really trying hard. That’s great!), but they received no feedback regarding response accuracy. After each response, the experimenter or the child pressed a button to proceed to the next trial. Testing continued until all 90 trials were completed.

**Design**  • Children were randomly assigned to one of two conditions: (1) the 90 utterances in random order or (2) blocked presentation, with each block consisting of utterances from the three characters at the same level of degradation, and the order of blocks proceeding from the highest level of degradation (utterances with 4 frequency bands) to lesser and lesser degradation, ending with the intact or unprocessed utterances. Within each block, the order of utterances was randomized. The same utterance never occurred on successive trials in either condition. A separate random order was generated for each participant.

**Results and Discussion**  
Figure 1 (left panel) shows the proportion of correct responses in the random and blocked orders for each of the six levels of degradation. Performance was at or near ceiling for the unprocessed stimuli, with only 3 children making errors in this condition. Two children (1 in the random order, 1 in the blocked order) selected an incorrect cartoon character on one of the 15 trials. The third child (blocked order) selected an incorrect character twice. Because of the lack of variability in this condition, data from the intact stimuli were excluded from the between-group comparisons. We used a two-way mixed-design analysis of variance on the remaining conditions, with Order (random, blocked) as a between-subjects factor and Degradation (4, 8, 12, 16, 24 bands) as a within-subjects factor. All analyses were conducted with SPSS. Because sphericity was violated ($\chi^2(9) = 24.31; p = 0.004$), the degrees of freedom for within-subjects comparisons were corrected with Greenhouse–Geisser estimates. The analyses revealed a main effect of Order ($F(1, 22) = 18.86, p < 0.001$), indicating better performance in the random order ($M = 0.81$, $SD = 0.11$) than in the blocked order ($M = 0.63$, $SD = 0.08$). There was also a main effect of Degradation ($F(2.7, 60.2) = 35.73, p < 0.001$), indicating better performance with lesser levels of degradation. These effects were qualified by an interaction between Order and Degradation ($F(2.7, 60.2) = 4.99, p = 0.005$), stemming from an advantage for the random order at eight bands ($t(22) = 4.52, p < 0.001$) and 12 bands ($t(22) = 4.53, p < 0.001$), but not at 16 bands ($t(22) = 2.05, p = 0.052$) and 24 bands ($p = 0.384$). The difference between orders at four bands was marginal ($t(22) = 2.76, p = 0.012$; all comparisons used a Bonferroni-corrected $\alpha$-level of 0.01).

We also evaluated the levels of degradation at which children in random and blocked conditions identified the voices at better than chance levels (0.33 proportion correct). Performance exceeded chance at all levels of spectral degradation in both the random and blocked conditions, as revealed by one-sample $t$ tests and nonparametric, one-sample Wilcoxon signed-rank tests with a Bonferroni-corrected $\alpha$-level of 0.0083 (all $p \leq 0.006$, one-tailed). Thus, despite the fact that greater spectral degradation reduced children’s accuracy of identifying cartoon voices, the greatest levels of spectral degradation did not prevent children from recognizing the voices. Finally, the variable selection of cartoon characters across children precluded specification of the cues used to distinguish one character from another. However, because several children (17 of 24) selected Dora as one of their three characters, and Dora’s speaking rate and f0 range were distinctly different from those of many other characters, we asked whether those cues facilitated identification at the highest level of spectral degradation. This did not appear to be the case. Identification of Dora (average recognition scores of 0.36 in the blocked order and 0.58 in the random order) was no better than that of other characters. As can be seen in Table 1, moreover, within-talker sentence duration was highly...

![Figure 1](image_url)  
**Fig. 1.** Proportion of correct responses as a function of number of spectral bands for NH children in Experiment 1 (left panel) and proportion of correct responses for the CI users (middle panel) and NH children (right panel) in Experiment 2. Error bars indicate standard errors of the mean, and the interrupted line indicates chance performance. CI indicates cochlear implant; NH, normally hearing.
variable and therefore unlikely to be a reliable cue to identity. This suggests that voice identification was probably driven by differences in talker-specific phonetic realization.

The present study revealed a robust recognition of cartoon voices among 5- to 6-year-old children, consistent with findings obtained previously with somewhat younger children under optimal listening conditions (Spence et al. 2002). Children's performance on the intact stimuli approached ceiling levels, but even with as few as four bands of spectral information, performance was well above chance. In general, four spectral bands are considered adequate for adults' recognition of speech in quiet (Shannon et al. 1995) but inadequate for voice sex recognition, although performance also depends on the available temporal cues (Fu et al. 2005). It is likely that the ecological validity of the present materials, as exemplified by the familiar talkers (Vongpaisal et al. 2010), sentence-length utterances (Vongpaisal et al. 2012), and other iconic qualities of cartoon voices contributed to the high levels of performance in the present study. In addition, the limited variety of talkers and response options minimized the cognitive demands on children, which may have contributed to the high levels of performance.

The method of stimulus presentation had differential consequences, with randomized trials generating better performance than blocked trials, especially at high levels of spectral degradation. Prior exposure to the sentences at low levels of degradation may have allowed children to adapt to the manner of distortion (Hervais-Adelman et al. 2008), resulting in enhancement on subsequent trials with greater degradation. Specifically, exposure to intermediate levels of degradation might promote adaptation to noise-vocoded signals, with subsequent transfer to situations involving increased degradation, in line with adults' generalization across frequency regions after exposure to spectrally distorted speech (Hervais-Adelman et al. 2011). Children in the random order may also have profited from the opportunity to map utterance content onto specific talkers, but this would have required remembering five different utterances for each of the three characters. They could have benefited as well from increased practice on the task. For high levels of spectral degradation, children in the random order had completed more prior test trials, on average, than children in the blocked order. This increased practice may have enhanced their performance independent of or in addition to perceptual adaptation. Note, however, that children received no feedback, so the benefits of such exposure would involve implicit learning.

Overall, the findings suggest that NH children can identify familiar cartoon voices from spectrally degraded speech. However, they do not address the question of whether child CI users, who lack exposure to spectrally rich versions of those voices and for whom listening in general involves more effort, would be capable of recognizing familiar cartoon voices. The ability of CI users to do so was examined in Experiment 2.

EXPERIMENT 2

The goal of the present experiment was to examine the ability of child CI users to recognize the voices of familiar TV cartoon characters. Previous research confirmed that CI users can identify their mother's voice (Vongpaisal et al. 2010). As noted, the voices of cartoon characters are much less familiar than the mother's voice. Moreover, exposure to cartoon voices occurs in noninteractive contexts with competing visual cues. It is possible, then, that child CI users accord less attention to auditory than to visual cues from TV than is the case for their NH counterparts. That situation could result in less stable representations of the voices of TV characters and, consequently, poorer voice recognition. Even if child CI users allocate comparable attention to auditory cues in audiovisual contexts, the decreased availability of spectral cues could make their representations less distinctive or robust. One potential consequence would be an inability or reduced ability to identify the voices of cartoon characters relative to their NH peers.

Despite child CI users' difficulty with talker differentiation in some circumstances (Cleary & Pisoni 2002; Cleary et al. 2005; Vongpaisal et al. 2010), their experience with spectrally degraded speech provides one potential advantage over NH children tested with noise-vocoded (i.e., spectrally degraded) speech. For child CI users, talker recognition strategies used in everyday contexts would be applicable to the test context. In the present experiment, the test stimuli for CI users were the same as those available while watching TV except for superior listening conditions afforded by a sound-attenuating booth and high-quality loudspeakers. Thus, even if child CI users are less accurate at identifying the cartoon voices than NH peers tested with unmodified voices, they might still recognize the voices of the cartoon characters at better than chance levels. Adult CI users' ability to differentiate male from female voices is roughly equivalent to the performance of NH adults on vocoded stimuli with four to eight spectral bands (Fu et al. 2005). One might therefore expect child CI users' performance on unmodified stimuli to be poorer than the performance of NH children in Experiment 1 on stimuli with four to eight spectral bands.

Participants and Methods

Participants • The participants were 15 deaf children who were 4 to 7 years of age (M = 5.5 years; SD = 0.7 years) with bilateral CIs. Information about implant type, age at testing, and age at activation is shown in Table 2. The children had a minimum of 2 years of CI experience and, except for 3 participants with progressive hearing loss, the others were implanted in infancy. Children's absolute thresholds in the speech range were within normal limits (10 to 30 dB HL). All children participated in auditory–verbal therapy for a minimum of 2 years after implantation, they communicated exclusively by auditory–oral means, and they were in age-appropriate school classes with their NH peers. The present sample of child CI users had advantages relative to the general population of child CI users because they were considered successful CI users, they had access to a wide range of professional services, they had parents who were highly educated and committed to their children's progress, and they had the same language at home, at school, and for therapeutic interventions. An additional 15 NH children who were 4 to 5 years of age (M = 4.7 years; SD = 0.3 years) and presumably from middle- or upper-income families (determined by census information based on their residential address) were tested with the same stimuli and methods as the CI users. As in Experiment 1, all participants were familiar with at least three cartoon characters in the stimulus set.

Method • Testing was conducted as in Experiment 1 except that only the unprocessed stimuli were used for all children, and some of the child CI users were tested in the same manner (comparable apparatus, stimuli, and procedure) at a local
hospital facility. There were 15 different trials for each participant: five utterances for each of the three characters. All utterances were presented twice, for a total of 30 trials, and the order of trials was randomized with the constraint that the same utterance could not appear on successive trials.

### Results and Discussion

Figure 1 shows the performance of CI users (middle panel) and NH children (right panel). Mean proportion of correct responses was 0.90 (SD = 0.09) for CI users and 0.97 (SD = 0.05) for NH children. As was the case for unprocessed stimuli in Experiment 1, NH children’s performance was at ceiling. Accordingly, nonparametric statistics were used for data analysis. A Mann–Whitney test revealed that the performance of CI users was significantly less accurate than that of NH children (U = 71.5; p < 0.001). One-sample Wilcoxon tests indicated, however, that the proportion of correct responses substantially exceeded chance levels for both groups of listeners (CI users: z = −3.42; p < 0.001; NH children: z = −3.91; p < 0.001, respectively).

Obviously, the child CI users had to contend with spectrally degraded input, but the NH children did not. We attempted to compare the performance of CI users in the present experiment with that of NH children tested under conditions of spectral degradation (Experiment 1). For these purposes, performance in the blocked condition (equivalent level of degradation within a block) provided a more suitable basis of comparison than performance in the random condition where children derived benefit from stimuli heard previously at lesser levels of degradation. Child CI users’ performance was no different from that of NH children tested at 24 frequency bands (U = 75; p = 0.460) and they outperformed NH listeners at greater levels of degradation (all p ≤ 0.005; all two-tailed comparisons with a Bonferroni-corrected α-level of 0.005). To ensure that NH children’s performance at the highest level of spectral degradation was not unduly affected by the first few trials in the blocked condition with very unusual-sounding stimuli, their performance was examined with the first four trials excluded. Overall performance on stimuli with four frequency bands remained unchanged. According to Fu et al. (2005), adult CI users’ accuracy of differentiating speaker sex is comparable with the performance of NH listeners tested at four or eight frequency bands, at least when tested on syllables in isolation. In the context of sentence-level utterances, child CI users exceeded this performance by a considerable margin.

The present experiment revealed that child CI users, or at least those who share the health and demographic advantages of the present sample, succeed in identifying cartoon voices, but they do so less accurately than their NH peers who listen to unprocessed voices. By contrast, child CI users performed more accurately than NH children tested under conditions of moderate to severe levels of spectral degradation. Even in the absence of rich spectral information at the encoding phase (i.e., at home), child CI users were able to develop robust representations of the voices of cartoon characters, which supported subsequent recognition of those voices. It will be important to establish whether comparable voice recognition can be achieved by the wider population of child CI users in addition to the advantaged sample tested here.

The NH children had 5 to 6 years of experience with speech in general and with a variety of talkers. Their hours of exposure to the cartoon voices may have been comparable with that of child CI users, but the quality of the input obviously differed for the two groups. The importance of spectral cues in the long-term representations of NH children was reflected in sharply reduced performance with increasing levels of degradation, suggesting that their representations of voices depend heavily on fine-grained frequency information that is largely unavailable to child CI users. Tellingly, only at relatively modest levels of degradation was their performance equivalent to that of child CI users. This may indicate that the stored spectral information is of limited assistance to NH children when speech is distorted and a shift in listening strategies is essential.

Unlike their NH peers, child CI listeners had considerable experience with degraded speech. Additional exposure to vocoded speech is likely to improve NH children’s ability to map the degraded input onto their long-term representations of the voices, in line with gains in speech perception observed in

### Table 2. Background of child CI users in Experiment 2

<table>
<thead>
<tr>
<th>Child</th>
<th>Age (yrs) at Test</th>
<th>Age (yrs) at 1st and 2nd CI Activation</th>
<th>Etiology</th>
<th>Device L/R</th>
<th>Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1*</td>
<td>5.8</td>
<td>3.4; 3.4</td>
<td>Genetic</td>
<td>Contour/Freedom</td>
<td>ACE</td>
</tr>
<tr>
<td>2</td>
<td>4.8</td>
<td>0.8; 1.7</td>
<td>Genetic</td>
<td>Contour/Freedom</td>
<td>ACE</td>
</tr>
<tr>
<td>3</td>
<td>5.3</td>
<td>1.1; 1.1</td>
<td>Genetic</td>
<td>Contour/Contour</td>
<td>ACE</td>
</tr>
<tr>
<td>4</td>
<td>5.8</td>
<td>1.0; 3.6</td>
<td>Genetic</td>
<td>Contour/Freedom</td>
<td>ACE</td>
</tr>
<tr>
<td>5*</td>
<td>6.6</td>
<td>2.5; 4.0</td>
<td>Unknown</td>
<td>Contour/Contour</td>
<td>ACE</td>
</tr>
<tr>
<td>6</td>
<td>5.0</td>
<td>1.0; 4.6</td>
<td>Genetic</td>
<td>Contour/Contour</td>
<td>ACE</td>
</tr>
<tr>
<td>7</td>
<td>5.1</td>
<td>0.8; 1.8</td>
<td>Genetic</td>
<td>Contour/Freedom</td>
<td>ACE</td>
</tr>
<tr>
<td>8</td>
<td>6.1</td>
<td>0.8; 1.5</td>
<td>Genetic</td>
<td>Contour/Freedom</td>
<td>ACE</td>
</tr>
<tr>
<td>9</td>
<td>5.4</td>
<td>1.7; 1.7</td>
<td>Unknown</td>
<td>Contour/Freedom</td>
<td>ACE</td>
</tr>
<tr>
<td>10*</td>
<td>6.3</td>
<td>3.1; 6.3</td>
<td>Mondini dysplasia</td>
<td>Freedom/Freedom</td>
<td>ACE</td>
</tr>
<tr>
<td>11</td>
<td>4.8</td>
<td>1.1; 1.1</td>
<td>Genetic</td>
<td>Contour/Freedom</td>
<td>ACE</td>
</tr>
<tr>
<td>12</td>
<td>6.1</td>
<td>1.0; 3.5</td>
<td>Unknown</td>
<td>Freedom/Freedom</td>
<td>ACE</td>
</tr>
<tr>
<td>13</td>
<td>4.1</td>
<td>1.1; 1.1</td>
<td>Unknown</td>
<td>Freedom/Freedom</td>
<td>ACE</td>
</tr>
<tr>
<td>14</td>
<td>6.4</td>
<td>1.3; 2.3</td>
<td>Genetic</td>
<td>Freedom/Freedom</td>
<td>ACE</td>
</tr>
<tr>
<td>15</td>
<td>5.5</td>
<td>1.7; 2.7</td>
<td>Genetic</td>
<td>Freedom/Freedom</td>
<td>ACE</td>
</tr>
</tbody>
</table>

*Progressive hearing loss from birth.
CI, cochlear implant; L, left; R, right.
NH adults after exposure to noise-vocoded speech (Davis et al. 2005; Hervais-Adelman et al. 2008), and with the superior performance in the present sample of NH children who were tested in the random condition.

**GENERAL DISCUSSION**

We demonstrated that children identify familiar cartoon voices in the absence of spectral cues that are often considered critical to talker recognition (cf. Van Lancker & Kreiman 1987). In Experiment 1, NH children were tested on their ability to identify such voices from intact speech samples and from speech samples with varying levels of spectral degradation. Children identified the voices at all levels of degradation, but performance accuracy decreased with increasing degradation, highlighting the importance of spectral cues to talker identification (Fu et al. 2004). Limited practice with less distorted versions appeared to facilitate subsequent performance with more distorted versions, as reflected in superior performance when levels of degradation were randomized rather than presented in order of decreasing difficulty.

In Experiment 2, child CI users and another sample of NH children were evaluated on their ability to identify the same cartoon voices. Although CI users performed less accurately than their NH peers, they were successful in identifying the familiar cartoon voices. The findings of both experiments, taken together, confirm that talker recognition is possible in the absence of temporal fine structure although the availability of such cues clearly enhances talker recognition (Vongphoe & Zeng 2005; Vongpaisal et al. 2010, 2012).

These findings are the first to indicate that spectrally degraded versions of cartoon voices activate long-term representations of such voices in NH children. Undoubtedly, children’s usual talker-identification strategies prioritize features such as vocal timbre and pitch patterning, which were less accessible under conditions of severe spectral degradation. In other contexts, young NH children do not always display flexible, or situation-appropriate, use of cues in speech processing (e.g., Eisenberg et al. 2000; but see Newman & Chatterjee 2013), even with limited response options (Morton & Trehub 2001; Morton et al. 2003), which makes it all the more impressive that they succeeded in the present talker identification task.

It has become clear that native speakers of a language exhibit subtle differences in the pronunciation of phonemes and allophones (e.g., Allen et al. 2003; Smith & Hawkins 2012). What is also clear is that listeners use such phonetic variability to identify specific talkers (e.g., Allen & Miller 2004). In fact, NH adults are capable of identifying familiar talkers at better than chance levels from spectrally impoverished, sine-wave replicas of their speech (Remez et al. 1997), even when the acoustic correlates of differences in vocal tract size are neutralized (Fellows et al. 1997). Child CI users and NH children listening to vocoded speech are presumed to use differences in articulatory timing as well as global differences in speech rhythm and rate to identify talkers or classify them by sex and age level (Vongpaisal et al. 2010, 2012). The presumption is that children in the present study, CI users as well NH children presented with spectrally degraded speech, capitalized on articulatory timing differences to identify the voices of cartoon characters even though other cues were available. Given that individual differences in intonation and speech rate only add minimally to child CI users’ accuracy of talker identification (Vongpaisal et al. 2010), it is likely that phonetic timing played a more important role.

To date, the only evidence of familiar talker recognition by child CI users involved the highly familiar maternal voice (Vongpaisal et al. 2010). The present research establishes definitively that children with CIs have stable, long-term representations of other voices. Unquestionably, the voices of cartoon characters are much less familiar than the maternal voice. Nonetheless, such voices have other characteristics that may make them salient and memorable for children and for CI users in particular. The speech style of cartoon characters has much in common with maternal speech to infants and young children, which is marked by considerable pitch and amplitude modulation, slow speaking rate, and hyperarticulation (Fernald et al. 1989; Kuhl et al. 1997; Lam & Kitamura 2012). This speech register increases the transparency of the speaker’s expressive intentions (Fernald 1989; Bryant & Barrett 2007) and may make those intentions more accessible to child CI users (Nakata et al. 2012; Volkova et al. 2013). Adults also make various speech adjustments, including hyperarticulation, in their interactions with listeners with known hearing loss (Ferguson 2004; Smiljanic & Bradlow 2005), resulting in increased speech intelligibility (Picheny et al. 1985). It is possible, indeed likely, that exaggerated cues that increase the transparency of expressive intentions and the intelligibility of speech also magnify cues to talker identity. It remains to be determined whether children can recognize talkers from spectrally degraded utterances without the characteristic exaggeration of child-directed speech and whether some voices, like those of parents, siblings, or beloved cartoon characters, are privileged because of their emotional value. Finally, because phonological knowledge affects talker recognition (Perrachione et al. 2011), one would expect the course of learning to recognize specific voices to be more protracted for child CI users than for their NH peers. Future research could address these questions.

In sum, the present study indicates that young NH children as well as CI users can recognize talkers under conditions of severe spectral degradation. Like their adult counterparts, children use idiosyncratic aspects of speech to identify talkers when limited spectral information is available.
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